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Project descrip4on 
This project aims to design computing architectures suitable for the implementation of a wide range 
of artificial intelligence (AI) and machine learning (ML) algorithms in the Internet of Things (Internet 
of Things - IoT). 
AI and ML algorithms include data analysis operations for different purposes including prediction, 
classification, segmentation, preparation of recommendations, and decision making. These 
algorithms usually require the manipulation of a large amount of information and involve a large 
number of calculations. It is expected that the results produced by these algorithms will be correct 
and precise, that they will be available when needed, and that the processing will use as little 
energy as possible. These expectations often imply that AI and ML algorithms must be 
implemented in sophisticated computational architectures with particular memory hierarchies and 
interfaces, characteristics that often go beyond those of traditional microprocessors. 
Implementing AI and ML algorithms in the Internet of Things (IoT) presents significant additional 
challenges. The objects vary greatly in nature, size, function or capabilities, and include 
smartphones, self-driving cars, smart cameras, household appliances and miniaturized drones. 
They integrate sensors, processing units, software, communication systems and sometimes 
actuators. The very nature of the AI algorithms implemented in each object varies depending on 
its task and its specific functionalities. In the most extreme cases, we can imagine objects that 
must operate completely independently for days, months or years, and whose nature of the task 
changes depending on time, place and circumstances. It is therefore reasonable to assume that 
these objects will have to be capable of implementing a wide variety of ML algorithms during their 
useful life. 
There are several classes of ML algorithms: decision trees, random forests, k-nearest neighbors, 
and different variants of neural networks (basic, convolutional). , feedback, etc.). These algorithms 
involve different calculation operators, from the nature of the operations carried out to the precision 
required. Each calculation can relate to a small or large number of data which may or may not be 
collocated in memory. Memory access patterns can thus be very varied. Depending on the 
application considered, the implementation of one or more of these classes of algorithms may be 
necessary. Furthermore, the nature of the calculations and the data used can be significantly 
different in the inference and training phases of the system. It is difficult for a single processor to 
optimally implement all types of operations and memory access corresponding to the different 
classes of ML algorithms. 
This project focuses on the design of a processor that can effectively implement different AI and 
ML algorithms for IoT objects. The processor must be flexible, that is to say, it must be able to 
adapt easily and quickly to different classes of algorithms. The hierarchy and memory interfaces 
of the system must also easily adapted to each class of algorithms and their representations and 
storage of data. In order to support the operation of independent autonomous objects, processors 
must be adapted to both the inference and learning phases of the different algorithms. Finally the 
processor must also meet the strict throughput and latency specifications of the targeted 



application areas. It will have to achieve very high energy efficiency so that they can be used in 
objects powered by batteries. 

Research objec4ves 
The project will pursue the following research objectives. 

• Prepare a review of the state of the art relevant to the project. 
• Propose flexible architectures allowing the implementation of more than one class or 

subclass of AA algorithms, emphasizing throughput or energy consumption. 
• Propose hierarchies and memory interfaces suitable for different classes or subclasses of 

AA algorithms, emphasizing throughput or energy consumption. 
• Demonstrate the validity of the proposed architectures by implementing them in relevant 

technologies (ASIC, FPGA, CGRA, ASIP, etc.). 
• Measure the performance and energy consumption of architectures developed in real use 

contexts. Compare the results to the state of the art. 

Methodology 
• Literature review and analysis of existing architectures. 

o Draw up a list of classes of IoT applications likely to benefit from the design of a 
flexible computing architecture. 

o Make a list of the types of AI and ML algorithms that can be implemented in 
interconnected objects. For each type of algorithm, determine the calculation 
operators and memory access patterns. Determine the invariants for their 
implementation. 

o  Draw up a list of the types of interconnected objects according to their location in 
the cloud (center, periphery, embedded object, etc.) and describe their 
characteristics. 

o Draw up an inventory of the state of the art of the architectures presented to 
implement different classes of ML algorithms (see among others Mourshed 2022, 
the references cited by Ahmadi 2021, Jouppi 2018, Luo 2017, Chen 2016, Du 2015 
, etc.). 

o Create an inventory of flexible processor architectures that can effectively 
implement algorithms from several different classes, in machine learning or other 
categories. 

o Writing a literature review. 
• Modeling and implementation of selected existing architectures and reproduction of results. 
• Proposal of new architectures that can implement the calculations of two, three, four or 

more different classes of algorithms. Exploitation, among other things, of the concepts of 
parallelism, pipeline and systolic networks, and emphasis on innovative solutions for 
interconnections between data paths and memories. Modeling of architectures and 
estimation of performance and costs. 

• Description of new architectures using data flow diagrams and hardware description 
languages. Verification of systems by simulation. 

• Synthesis and implementation in different technologies (ASIC, FPGA, CGRA, ASIP, etc.) 
and extraction of the performances achieved. 

• Comparison of flexible architectures with traditional architectures. 
• Writing articles. 

Timeline 
• October 2024 to March 2025: analysis of existing architectures and writing of a literature 

review 
• March 2025 to February 2026: proposal for new architectures 
• March 2026 to February 2027: evaluation of architectures 
• March to September 2027: writing of the thesis and articles 
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